[nex39] Regression theorem for autocorrelation functions.

The regression theorem for autocorrelation functions of a Markov process reads

(X)X (o)) = /d;v/dx’xxoP(x,t;xo,to) = /ala:O<X(15)|[9co,L‘O]>:UOP(360,75)7

where (X (t)|[zo, to]) = [ dwxP(z,t|z, to) is the definition of a conditional average.
(a) Show that if limy _,_ o P(z,t|x0,t0) = Ps(x) independent of ¢, g, then the autocorrelation
function in a stationary process is

(X)X (#))s = lim (X)X ()|[zo,t0]) = /dx/dm’x:z:’P(x,t|:c',t')Pg(z’).
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(b) Apply the regression theorem to calculate (X (¢)X (¢'))s for the Ornstein-Uhlenbeck process at
stationarity.

Solution:



