Vector Analysis .

Vectors are quantities with magnitude and direction. Vector algebra is about
addition and multiplications of vectors. Vector analysis also includes differ-
ential and integral operations with vectors.

The theory of electromagnetism heavily relies on vector analysis. Here we
compile a set of tools without proofs for use throughout the course.

Vectors in 3-dimensional space have three components. We consider three
coordinate systems: Cartesian, cylindrical, and spherical coordinates.

Expression with vectors have a different look in different coordinate sys-
tems. The choice of coordinate system is informed by symmetry. There are
coordinate-independent expressions, named geometric representations.

Vector addition:

~ ~

Cartesian unit vectors: i, j, k.

Vector in Cartesian components: A = A+ ij +Ak= (As, Ay, Ay).

Magnitude: A = [A] = /A2 + A2 + A2

Null vector, 0 = (0,0, 0), has zero magnitude and no direction.

Sum: A + B = (A, + B,)i+ (A, + B))j + (A. + B.)k.

Vector addition is commutative and associative. The vectors A and —A
have the same magnitude and opposite direction. Subtraction of B means
addition of —B. A vector multiplied by a scalar a (real number) changes its
magnitude if a # +1 and switches its direction if a < 0.

>A+B=B+A. 2

>A+(B+C)=(A+B)+C. . ‘

> A—-B=A+(-B) W BRI ¢

> a(A + B) = aA + aB.

> (a+b)A = aA + bA. AL\M" 3

> (ab)A = a(bA). ! R B e een i g
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Dot product of vectors:

The dot product yields a scalar. It is also named scalar product. The dot
product is commutative. Perpendicular vectors yield zero. Parallel vectors
yield the product of magnitudes.

The magnitude of a vector, the angle between two vectors, and the law of
cosines can be inferred from dot products.

> A-B=B-A.

>A-(B+C)=A-B+A-C.

> A-(cB)=c(A-B).

>i-i=j-j=k k=1, i-j=j k=k-i=0.

> A-B = (A,i+A,j+AKk) (B,i+B,j+B.k) = A, B, + A, B, + A.B..
> A=|Al=VA A= /A2 + A2 + A2 (magnitude).

> A-B = ABcos¢.

>(A-B) (A-B)=A-A+B-B-2A-B=A%1+ B2 2AB cos .

The last relation is illustrated by the triangle on the right.
Law of cosines: C? = A%+ B? — 2AB cos ¢.



Cross product of vectors:

The cross product yields a vector. It is also named vector product. Switch-
ing the sequence factors switches the direction of the product. Parallel or
antiparallel vectors yield the null vector. The direction of the product is
perpendicular to the plane spanned by the factors.

> AxB=-BxA.
>Ax(B+C)=AxB+AxC.
> A x (¢B) = (cA) x B=¢(A x B).
>ixi=jxj=kxk=0, ixj=k jxk=i kxi=}]
> A x B=(A,B. — A.B,)i+ (A.B, — A,B.)j + (A, B, — A,B,)k.
> AxB=ABsingn (n L A, n Ll B, right-hand rule)

i

i k
>AxB=|A, A, A,
B, B, B

A
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The area of the parallelogram with sides A and B is equal to |A x B].
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The law of sines is derived from three equivalent expressions of the area of
the triangle on the right:

1 1 1
§|A x B| = §|B x C| = §|C X A| = ABsiny = BCsina = CAsinf.

sina sinf8  sinvy
A B C

(law of sines).



Identities involving products of vectors:
Triple scalar product: A- (B x C)=B-(CxA)=C- (A xB).

This product yields a scalar from three vectors. It is invariant under cyclic
permutation of the factors.

Geometrically, if the vectors A, B, C, are the sides of a parallelepiped, then
the triple scalar product is + its volume:

A, A, A, R—
c, ¢, C. :
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Three mutually orhtogonal vectors A, B, C form a right-handed triad if
A - (B x C) > 0. This condition is satisfield by the unit vectors i, j, k.

Triple vector product: A x (B x C) =B(A-C) - C(A-B).

This product yields a vector which must be perpendicular to B x C, implying
that is parallel to the plane spanned by B and C. The second expression is
indeed an expansion in that basis.

Further useful identities involving multiple vector or scalar products are the
following;:

> (AxB)-(CxD)=(A -C)(B-D)- (A -D)B-C).
> (AxB)x(CxD)=(A-BxD)C—-(A-BxC)D.



Differential operators:

Position vector: x = zi+4yj+ zk.

Scalar function: f(x) = f(z,y, 2).

Vector function: F(x) = Fy(x,y,2)1+ F,(z,y,2)j + F.(x,y, 2) k.

Differential operator:! V = % i+ %j + % k.

Gradient: V[ = %n g_gw %1&.

Divergence: V-F = %Zx - %Zy + %i z,

Curl: VxF = (%ZZ - %) i+ (%ix — %Zz) j+ (% - aa];x) k.
Laplacian: V*f =V - (Vf) = gz + gjj; + gi]; :

These expressions are applicable in Cartesian coordinate systems. The gra-
dient is applied to a scalar function and produces a vector function. The
opposite holds for the divergence.

The curl produces a vector function from a vector function and the Laplacian
a scalar function from a scalar function. The latter can be applied to the
(Cartesian) components of a vector, producing another vector.

!The symbol of the operator V is named ‘nabla’. When used as a gradient, divergence, or
curl, we say ‘'del f’, ‘del dot F’, and ‘del cross F’, respectively.
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Identities involving differential operators:
Differential operators: gradient, divergence, curl, Laplacian.
Scalar functions: f(x), g(x).
Vector functions: F(x), G(x).
Derivatives of products:?
> V(fg) = f(Vg) +9(V/)
> VEF -G)=Fx(VxG)+Gx(VxF)+(F-V)G+ (G -V)F
> V- (9F) =g(V-F)+(Vg)-F
> V- (FxG)=(VxF)-G-F-(VxG)
> VX (gF)=¢g(VxF)+ (Vg) xF
> Vx(FxG=(G-V)F-(F-V)G+F(V-G)-G(V-F)

Derivatives of quotients:

v (L) - 48D 1175

o B\ o9 F (9
g (g>— g

F g(VxF)—-Fx (Vg)
Dvx(§>: g9

Products of derivatives:®

> V-Vf=V3f

> Vx(Vf)=0

> V- (VxF)=0

> Vx(VxF)=V(V-F)-V?F

Vectors V f are named irrotational and have zero curl.

Vectors V x F are named solenoidal and have zero divergence.

?In the expression (F- V)G, the scalar operator F -V = F,(9/0z) + F,(0/0y) + F.(0/0z)
acts on the vector G and thus yields a vector.

3The Laplacian operating on a vector, V2F, has a straightforward meaning for Cartesian
components: it acts on each component of F to produce the components of V2F. For
curvilinear coordinates, the last identity can be used as the definition of V2F.
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Differentials of scalars:

The differential of a scalar function f(x) is constructed as a dot product from
two vectors: its gradient and an infinitesimal displacement vector:

df =dx-Vf, dx=dzi+dyj+dzk.

Here the scalar f is acted on by the scalar operator,

0 0 0
dx -V =dr — +dy — +dz —
X a:ax—ir y8y+ Z&c’
which the scalar df. If dx and V f are perpendicular to each other, dx is along

a line of constant f(x). The vector Vf points in the direction of steepest
ascent of f(x).
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The differential df thus derived is named ezact differential. A more general
differential has the form,

dg = g.(x)dx + g,(x)dy + g.(x)dz,

with arbitrary functions g,, gy, g. in the role of coefficients in the differential.
Such a differential is, in general, inezact.

A set of coefficients ¢, gy, g. specify an exact differential if they are the
components of an irrotational vector, V xg = 0, which implies the conditions,

or Oy’ 0Oy 9z 0z Ox’

Any irrotational vector can be expressed as the gradient of a scalar, g = V f,
implying the conditions,

of of _of

gx:%7 gy_a_y> gz—az-

The difference between exact and inexact differentials matters for their inte-
gration between points or around a loop in space (a later topic).
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Differentials of vectors:

The differential of a vector function F(x) is constructed as follows:
dF = F(x + dx) — F(x) = (dx - V)F

Here the vector F is acted on by the same scalar operator,

0 0 0
dx -V = dx%—l—dya——i-dza
which produces the vector,
B oF, oF, oF, \ ; OF, OF, 0F,\ :
dF—( Ee ag)l—i—(dx o +dy 3y +dz 82)']
an 8FZ aFWZ %
+<d B yay—l—zaz)k

The differential of position x simplifies into dx = dei+ dyj +dzk.

The differential of an irrotational vector, V x F = 0, can be rewritten as

OF, 8F OF, OF. oF. OF.\ -
F = x y AW
d ( o Y 5 8:6) +(d:v a9y +dy By +dz ay)J
OF, (9F oF,\ -~
+ ( 9> Y7, +dz s ) k
0 . 0 s 0 .
— —Fi .—F i -—F |k
(dx o ) i+ (dx 9y )J + (dx 5 >
=dzV I, +dyVFEF, +dzVFE,.



Line integrals:

Integration along a path C' in space is called a line integral. Line integrals
along closed paths are named loop integrals.

The line integral of a scalar function f(x) yields a vector I:

I:/dxf(x)
C
zf A yf A 2f ~

i Yi i

The second expression holds for the specific path shown with initial point

x; = (@;,Yi, 2;) and final point x5 = (zf,ys, 2¢). In general, the result de-
pends on the path chosen.

If f(x) is a constant, the integral is path-independent. For f = 1 the integral
becomes the distance vector between the endpoints of the path: I = x; —x;.
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The line integral of a vector function F(x) yields a scalar [ if it is constructed
as follows:

I:/dX-F(X)
C
Tf Yr Zf

Yi Zi

The second expression holds for the same specific path shown above. In
general, the result again depends on the path chosen.



The integral is path-independent if the vector is irrotational, V x F = 0,
in which case it is the gradient of a scalar, F = V f. This implies that the
differential df of then scalar function f(x) is exact.

For this case, the integral along the path chosen becomes

o of w o of v of
I = dr—— dy—— dz=_
/ﬂfz‘ xf)x Yi % + /yl yay Tf,2i + /Zz Z@z

= [f(xﬁyia ZZ') - f(xuywzz)] + [f(vayfv Zi) - f(xfuyia Zl)]
+ [f (s, yp,25) = flzg, 95, 20)]

= f(CCf,yf, Zf) — fs, v, 2:) = f(x) — f(Xf)-

TfYs

The line integral of a vector function F(x) yields a vector I if it is constructed
as cross product instead of a dot product:

I:/Cdxx F(x).

AX % Mﬂ:\x\
£ dX s
W /,7} B N
AT (> e F ) - B R &
- 41 Ty Aoy e
d;\t‘)ll‘:&\‘x il i O L dX < F(s\
-
ax

Surface integrals:

The centerpiece of surface integrals is the vector da associated with elements
of surface area. It is chosen sufficiently small to become essentially flat on
the surface in question and directed perpendicular to that plane.

Surface integrals defined as follows then produce a vector, a scalar, and a
vector again from left to right.

I:/Sdaf(x), I:/Sda-F(x), I:/SdaxF(x).

In the case of an open surface S, one of two options must be chosen for the
direction of the area vector. Closed surfaces have an inside and an outside.
The convention here is that da points toward the outside.
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Note that each area element contributes a vector perpendicular to the surface
in the first integral and a vector tangential to the surface in the third integral.

The second integral, which is a scalar, is the most widely occurring in physics
applications. Here the scalar I represents the flux associated with the field
F(x) for the surface S.

For completeness we note that the volume integral of a scalar (vector) func-
tion yields a scalar (vector) quantity.

Differential operators from integrals:

A cube of infinitesimal volume V' = dxdydz is postioned at x = x i—i—yj +zk.
Its six faces have area vectors,

+da, = +dydzi, +da, = +dxdzj, =+da, = +dzdyk.

da,

The integral of a scalar function f(x) or a vector function F(x) over the
surface of this cube combined with the limit V' — 0 can be used to reproduce
the gradient, divergence, and curl operators in Cartesian components:

V=0 V=0 V=0

1 1 1
Vf = lim Vj{gdaf, V'F—limvj(éda'F, V xF = lim v?idaxF.
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We have noted earlier that the first integral yields a vector. We can evaluate
the surface integral by using differentials of f and the above area elements:

1 1 of . . of of =
—¢d dydz—=d drdz——d drdy——dzk
Vﬁ af~ dzxdydz Y o pirdr Zay yJ+ V9.

= Vf="i+-j+ -k

of . 0f: of ¢
Jor  Jdy° 0z

For the evaluation of the second integral, which yields a scalar, we use dif-
ferentials of the components of F and the above area vectors in combination
with the elementary dot products,

i-F=F, j-F=F, k-F=F,.

We can thus write.

1 1 OF, OF, OF,
il F ~ il
v jg da e d pe dy —2dy + dxdy P “dz

OF, OF, OF,

= VoF = g

The third integral, which yields a vector, is evaluated along the same lines.
Here we use the elementary cross products,

ixF=F,k—F.j, jxF=F.i-F,k, kxF=Fj—F,i,

and write,

1 | OF, . OF,
S ddaxF dxd k— d
v]i ax dxdydz[xy(8 B ) v

+ dxdz 8F¢ 6FLEIE dy + dydz aFIj—%i dz|.
dy Jy z

L UXF - oF,  OF, N OF, OF;, 5y
oy 0z i 0z or )
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Integral theorems:

> Gauss’s theorem (also named divergence theorem) relates the flux of
the vector field F through the closed surface S to the integral of the
scalar quantity V - F over the (unique) interior volume V:

?{da-F—/deV-F.
s 1%

The proof can be constructed by dividing the volume V' into infinites-
imal cubes and apply the second integral of the previous section. The
surface integrals over all interior walls cancel.

D> Stokes’ theorem relates the circulation of vector field F along the loop
(closed path) C' to the integral of the scalar flux quantity constructed
from the vector V x F and the element da of an open surface S with

perimeter C":
fdl-F:/da-(VxF).
c S

The surface integral is unique, even though the surface S for given
perimeter C' is not. The proof for a flat surface (in the xy-plane) can
be constructed by dividing the surface into infinitesimal squares. The
loop integral around each square of area da = dxdy evaluated by use
of the differential of F becomes

it i

y+dy oy »'t Al[l
]f i.F— / W,z +do,y) - Flz,y)] e
g y - — «

z+dx T & 4\1

+ / dz[Fy(z,dy) — F(z,y + dy)] A

9 OF, OF, OF
Wyax x x@y Y a(@x 8y> a-(VxF)

All line integrals over interior sides of squares cancel.

> The gradient theorem is an integral version of the identity Vx(V f) = 0,
stated in two versions as follows:

/ dx -V f = f(x1) — f(x9) (independent of the path chosen),

0

?{dx -Vf=0 (for any closed loop).

13



Integration by parts generalized:

From identities introduced above we can infer relations between different
integrals involving products of scalar and vector functions. In each case, one
of the three integrals is amenable to one of the integral theorems.

/Vd3xf<v-G)+/vd3xG.<Vf)
:/Vd%v-(fG) Gauss fida-(f(}).

/da-f(VxG)+/da-[(Vf)xG]
S S
:/da-[Vx(fG)] Stokes fdl-(fc;).
S C

/Vd%(vXF).G—/Vd%F.(vXG)

:/d3mV-(F><G) Gapss %da-(FxG).
\% S

Green’s theorem:

Consider a region of space V bounded by a surface S. Two vector fields,
¢V and V¢, in that region are derived from a pair of scalar fields ¢, .

We apply an identity for the divergence of the vector fields thus constructed,
V- (¢VY) = ¢V + Vo - Vi, V- (V) =9V + Vi - Vo.

Next we integrate the two identities over the region and use Gauss’s theorem:

[ @alovrovo-vu) = faao 20, )
\% S (971
/ PV + Vi - Vo] = f da) a—¢, (2)
1% g on
having set the stage for the surface integration as follows:
. 0 . 0
V=90l Ve =yl
n n

Green’s theorem results from the difference of (1) and (2), which eliminates
the gradient product terms:

B oy 0o
/v Pr[pVih — YVi¢] = ]i da {(b 5, Y %} : (3)

For some applications, Eq. (1) alone is useful by itself and also named Green’s
theorem. Green’s theorem merely transforms a given problem.
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Mathematical identities:

> First identity:

1 —1 ~1 —x —x/
v N X xox
x —x/|?

|x — x/| — x| \X—X’P\X—x’]:_]X—x’\?"

The second transformation uses

0 A
Il — )2 LY N2 —
5y V(@ =)+ (y —y)? + (2 = ) x|

> Second identity:

Vv? ( ! ) = —4ri(x — %),

[x — x|

(i) V%(1/r) =0 for r # 0 readily verified in spherical coordinates:

10,01\ 10 [, 17\ _
2o ( E?) = Por ( {‘—D =0

(i) volume integral of V?(1/r) readily determined using Gauss’s theorem:

/d3a:V- (—32) :f (—%) -dA = —4r.
14 r s\ T
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Helmbholtz theorem:
Consider a vector function H(x) of which the divergence and curl are given:
V- -H(x) =d(x), V xH(x)=-c(x).

The Helmholtz theorem states that these specifications uniquely determine
the function H(x) under mild conditions.

Unique Decomposition: H(x) = —V(x) + V x A(x),

(%) 1 /d%, d(x') Ax) 1 /d%, c(x')

s |x — x/| e |x — x|

Here we show that the decomposition reproduces what is given.

— Show that V - H(x) = d(x).

— Use identity: V- (V x A) =0.

— Consequence: —V?y = d(x).

) = —47d(x — x').

— Application to integral expression:

— Use identity: V? (

|x — x|

—V*) = —% /d3x’ V2M = /d3x’ d(x')o(x — x') = d(x).

— Show that V x H(x) = c(x).
— Use identity: V x (V) = 0.
— Consequence: V x (V x A) = c(x).
— Use identity: V x (V x A)=V(V-A) — V?A.
— Apply Laplacian to integral expression:
1 c(x')
VA = —— [ B vE2L | B (X —x) = .
\% 47r/dxv|x—x’| /dxc(x)é(x x') = c(x)
— Show that V- A = 0:
1 1
ATV - A = /d%’v e(x) =— /d3:B’ [V' } c(x')

x| x x|

Je e )

The second integrand vanishes by construction: V -c¢ =0. The inte-
gral of the first term vanishes on account of Gauss’s theorem (surface
integral at infinity).
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